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The complex admittance of various molecular junctions based on long alkyl chains �C18� has been measured
and resolved into different components. The dipolar contribution of the response function has been analyzed in
terms of the generalized Langevin equation. This formalism allows us to extract from experimental data the
spectral density of polarization noise and to characterize the fluctuation dynamics of the molecules around their
equilibrium positions. This spectral density is of 1 / f type, characteristic of fractional Gaussian noise. It is
suggested that the structural disorder of the junctions is at the origin of these polarization fluctuations. Possible
relation between the 1 / f tunnel current and polarization noises is also discussed.
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I. INTRODUCTION

Self-assembled monolayers �SAMs� composed of hydro-
carbon chains and small molecules are widely used nowa-
days. This is motivated by their relative ease of preparation
and their chemical flexibility that allows controls at molecu-
lar level of the structure and chemistry of surfaces.1 The
range of applicability is large: they commonly serve as
nanodielectric2–5 and prototypes for molecular memories6 or
switches,7–10 to name a few. In this context, to understand
their electric properties is an important issue. However, most
of the characterizations are done by dc electric
measurements11,12 or inelastic electron spectroscopies13,14

that give limited information about the electric current �tun-
neling, resonant tunneling, etc.� and the molecular vibration
modes excited by the current. More recently, electric noise in
the low-frequency limit �1 / f noise� has been investigated
giving additional information.15 Increase in both electric cur-
rent and electric noise for certain bias have been evidenced
and explained by invoking interfacial traps and trap-assisted
tunneling mechanisms associated to them.15 In this work we
discuss admittance spectroscopy which is a powerful tech-
nique to analyze relaxation mechanisms in a wide range of
time scale. For many of the applications listed above it is
essential to understand the response of the monolayer to ac
signals.

The motion of single or ensemble of molecules are be-
lieved to influence significantly the thermal,16 the
mechanical,17 and the transport properties18 of the SAMs.
They can be of large amplitude despite the close packing of
the alkyl chains and the chemical links between the substrate
and the molecules.19,20 The low signal levels produced by
SAMs coatings on planar surface prevent the application of
standard techniques such as nuclear magnetic resonance that
are conventionally used to detect such motions in
materials.16 However, admittance spectroscopy proves, in
two recent works,21,22 to be sensible enough to probe mo-
lecular relaxation associated to these motions. A first set of
measurements have been performed on SAMs with varying
coating densities and different substituent polar groups but
using nanoporous substrates to scale up the surface area in
order to increase the response signals.21 The main drawback

of this method is to consider complex geometry very differ-
ent from what is commonly used in applications and that
makes interpretation more difficult. In a second work, planar
geometries have been considered with molecule densities
varying from 10% of surface coverage to multilayer cover-
age. The excitation has been applied parallel to the surface of
the substrate. The temperature has been varied but the range
of frequencies centered about 1 kHz was very limited.22

We have done complex admittance measurements for
usual planar geometry:23 the alkyl chains are grafted on pla-
nar surfaces and contacted on top with metallic electrodes. A
small ac signal �10 mV�, with frequency ranging between 20
and 106 Hz, plus a dc bias varying from 0 to 1 V are applied
perpendicular to the surface electrodes. The complex admit-
tance shows three independent contributions due to tunnel
current, interfacial defects, and molecular relaxation.23 Here
we focus on the theoretical analysis of the last contribution.
As suggested also in Ref. 21, it is interpreted as due to small
permanent dipoles present in the monolayer. With applied
fields, these dipoles are displaced contributing to the polar-
ization and dissipating energy by interactions with the envi-
ronment. This dipolar contribution is shown to follow the
universal behavior pointed out by Jonsher.23,24 The imagi-
nary part of the susceptibility vs frequency shows a peak
with two power laws in the prepeak and postpeak regions.
The exponents depend on the nature of the SAM and on the
metallic electrodes �Al or Hg�. In all cases the exponents and
the peak position are very similar to the ones found in bulk
amorphous organic polymers such as the polyethylene in the
glass phase. However the dissipated energy is more impor-
tant by one order of magnitude in our systems.

We analyze the data in terms of a Caldeira and Leggett
type of model25,26 that describes the dynamics of indepen-
dent permanent dipoles trapped in harmonic potential and
interacting with the harmonic modes of the SAMs �vibration,
rotation� playing the role of a bath where the energy is dis-
sipated. We choose this model for dissipation among several
other possibilities27 because, to our opinion, it is the simplest
that fits our present understanding of the structure of the
monolayer and mechanisms of dipolar polarization. Since the
experiments are done at room temperature we neglect quan-
tum fluctuations. This model is then equivalent to a classical
generalized Langevin equation �GLE� where the friction
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term is non-Markovian.28 In the framework of the GLE, the
admittance spectroscopy is seen as a noise spectroscopy. A
relation between the complex admittance that we measure
and the spectral density of the bath fluctuations is naturally
derived. These fluctuations entirely control the dynamics of
the permanent dipoles participating to the polarization. In
particular, it is shown that the dynamics of the dipoles is well
described in terms of damped harmonic oscillator with frac-
tional Gaussian noise.29 This type of dynamics is rather
widespread in nature being observed in very different sys-
tems; a recent appealing example concerns the distance sepa-
rating the donor and acceptor sites of single protein
complex.30 From the power spectrum of the bath fluctuations
we obtain the spectral density of dielectric—or
polarization—noise. It is then suggested that the 1 / f current
noise observed in the very same systems15 could be caused,
at least partly, by the voltage fluctuation induced by the po-
larization noise. The generalized Langevin theory gives us a
useful way to interpret our results and explain successfully
part of our data such as the linear variation in the inverse of
the characteristic time of relaxation of the permanent dipoles,
1 /�, with the applied dc voltage. However, to understand the
physical mechanisms at the origin of the power laws ob-
served in the complex admittance, more microscopic analy-
sis of the mechanical properties of the SAMs are required. A
first effort in this direction is proposed in this work relating
the spectral density of polarization noise to the density of
states of the harmonic modes of the SAMs.

The paper is organized as follows. In Sec. II some details
about the devices and experiments are given. A model struc-
ture of our monolayer based on experimental observations is
proposed in Sec. III; possible origins of the permanent di-
poles are also discussed. Experimental data for the dipolar
contribution of the susceptibility are shown and discussed in
Sec. IV. In Sec. V the generalized Langevin equation used to
interpret our data is presented and analyzed. The spectral
densities of the fluctuations of the bath and of the polariza-
tion noise are obtained from the experimental susceptibility.
Last a direct relation between the polarization noise and the
1 / f current noise observed in a previous work15 is suggested
and discussed. In Sec. VI the effects of the dc field are in-
cluded in our model and the variations in the characteristic
time of relaxation are well reproduced. To conclude, qualita-

tive arguments are developed in Sec. VII showing relation
between the spectral density of the bath and the density of its
harmonic modes �vibration and rotation of the SAM�.

II. SAMPLES AND EXPERIMENTS

Two different types of monolayers were prepared, based
on similar alkyl chains of 18 carbon atoms but with different
terminal groups. The two alkyl monolayers are grafted on
different silicon substrates following well-defined recipes de-
scribed elsewhere.31,32 In the first type, octadecyltrichlorosi-
lane �OTS� molecules are grafted on 0.6-nm-thick oxide
thermally grown on n-type doped �resistivity �10−3 � cm�
Si�100�.31 In the second type, octadecene �OD� molecules are
directly grafted on n-type doped �0.02–0.5 � cm� Si�111�.32

The quality of the monolayers was assessed by spectroscopic
ellipsometry and water contact angle measurements. We se-
lected only monolayers with a water contact angle larger
than 110° and a thickness close �within 3 Å� to the theoret-
ical expectation for a SAM with the molecules in their all-
trans conformation. The monolayers were contacted by 50-
nm-thick aluminum contact pads with different surface area
between 9�10−4 cm2 and 4�10−2 cm2 or by a mercury
drop. At the end, we have a set of similar molecular junctions
that allows us to compare two types of silicon/molecule in-
terfaces and two types of top metal contacts �see details in
Ref. 23�.

We have performed ac admittance spectroscopy.23 All the
measurements were done in dark, under controlled atmo-
sphere �N2� and at room temperature. A small ac signal �10
mV� superimposed to a dc voltage bias �0–1 V� was applied
to the metallic electrodes, the Si was grounded and the com-
plex admittance was measured using an impedance-meter
Agilent 4284 A in the range 20–106 Hz �see inset of Fig.
1�a��. Measured conductance and capacitance were corrected
from small series resistances �typically in the range
5–70 �� according to a standard procedure.33 There is still a
small parasitic effect due to the sample environment �cables�
that causes increase in the response at high frequencies. It is
a known effect34 but since it only affects the highest fre-
quency part of the curves, we let it as it is �see Fig. 1�. More
details about the experimental procedure can be found
elsewhere.23

FIG. 1. �Color online� Typical complex admittance obtained for an OD junction with Al top electrode at Vdc=0.1 V, decomposed in �a�
imaginary and �b� real parts. The experimental data �dots� are fitted �red lines� assuming three independent components �see text�: a tunnel
current contribution �filled in green�, an interfacial contribution attributed to interface defects �filled in yellow�, and a dipolar contribution
attributed to the permanent dipoles of the monolayer �filled in blue�. Note in the real part two sets of data: the top data corresponds to
RY��� /�, the down data to RY��� /�−GT /� �see text�. Inset of �a�: schematic of the experiment.
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The complex admittance Y��� can be expressed in terms
of the tunnel conductance, GT, and the macroscopic dielec-
tric susceptibility, �M���=�M� ���+ j�M� ���, which is the re-
sponse of the whole system to oppose to the local suscepti-
bility which is the response of an individual dipole �Secs. IV
and V�. The tunnel conductance is assumed frequency inde-
pendent. The real part of the susceptibility describes polar-
ization phenomena while its imaginary part takes account for
dissipation. We plot

RY���/� = GT/� +
A�0

d
�M� ��� = GT/� + C���� ,

IY���/� − C	 =
A�0

d
�M� ��� = C���� , �1�

where A is the surface area of the junction, �0 the permittiv-
ity of the vacuum, and d the interelectrode spacing. We have
approximately dOTS=2.5 nm and dOD=2 nm �ellipsometry
measurements�. In the frequency range that we consider we
probe the slow polarization mechanisms caused by perma-
nent dipoles. C	 is the part of the capacitance due to ionic
and electronic contribution. More precisely, it is defined for
intermediate frequencies large enough for the dipoles to be
frozen and not contributing to the polarization but small
enough to not consider dissipation from the ionic and elec-
tronic degrees of freedom. C���=C����+ jC���� is the part
of the capacitance due to permanent dipoles.

Typical results are given in Fig. 1 for an OD junction with
Al electrode at Vdc=0.1 V. All the results that we have
obtained—with different junctions and different dc
potential—are qualitatively similar to this example.23 The
admittance shows three contributions that can be well iden-
tified in the real component—Fig. 1�b�: a GT /� contribution
due to tunnel current �filled in green� and two peaks at low
frequencies �filled in yellow� and higher frequencies �filled
in blue�. The peaks correspond in the imaginary part of the
admittance to plateaulike contributions �Fig. 1�a��. The low-
frequency peak is attributed to interfacial defects. Its ampli-
tude strongly varies from device to device and these varia-
tions are related to changes by orders of magnitude in the dc
conductance.23 On the opposite the precise shape of the sec-
ond peak at higher frequency depends only on the nature of
the junction, OD or OTS, and of the top electrode, Al or Hg,
but is very reproducible from device to device of the same
set.23 In particular, it is not affected by the amplitudes of the
first peak and of the tunnel current. This contribution is in-
terpreted as being the intrinsic susceptibility of the junction.
In fact, the susceptibility contains two parts �interfacial and
dipolar� and we write

�M��� = �int��� + �dip��� . �2�

The two parts are assumed to be independent as confirmed
by experimental observations.23 The interface part gives rise
to the low-frequency peak and is due to some defects as
briefly discussed above and that we have found to be located
near the Si interface.23 In this work we focus on the
dipolar—or molecular—part of the relaxation.

At the frequencies considered in this work �
1 MHz�,
we probe the relaxation mechanisms of permanent dipoles
present in our system. Studies of the response should provide
us information concerning the permanent dipoles themselves
�amplitude, density� but also on structural aspects of their
surrounding where the relaxation takes place. This is a cru-
cial point. For instance, it is well known that the relaxation
of permanent dipoles is considerably slowed down in glassy
systems because of their amorphous structures.35 First ques-
tions concern those two aspects. Where are the permanent
dipoles located in our molecules? What is their magnitude?
What is the kind of typical structure expected for the SAMs?
Are they crystals or amorphous systems? In the next section
structure models are proposed based on experimental evi-
dences.

III. ORIGIN OF THE PERMANENT DIPOLES AND
STRUCTURE OF THE SAMs

The two types of monolayers that we have investigated in
this work are based on saturated molecules with 18 carbon
atoms. These molecules are known to be weakly polar. Each
CH bond perpendicular to the backbone of the molecules
carries a small dipole of about 0.1 D. Such dipoles, even if
they are weak are probably at the origin of the � relaxation
observed for saturated polymers in amorphous phases.35 In
addition, in our systems, two stronger residual permanent
dipoles are located at both ends of the molecules �see Fig.
2�c��. One of these dipoles—the strongest—is induced by the
substrate and is carried by the chemical bonds with the mol-

FIG. 2. �Color online� �a� Schematic top view of the monolayer.
Each molecule is represented by a vector joining its two ends. The
arrows are the projection of those vectors to the surface of the
substrate. The monolayer appears as a collection of clusters, with
characteristic size l2 ��1 �m�, defined by a certain direction sepa-
rated from each other by grain boundaries. �b� Zoom of a cut in a
particular cluster. The translational order appears to be very short
with correlation length l1 ��50 nm�. �c� The two molecules studied
in this work show weak permanent dipoles ��0.1 D� perpendicular
to their backbone and two stronger dipoles at both ends ��1 D�
more or less parallel to their axes. They both show a tilt angle �15°
�30°� for OTS �OD�� with respect to the normal at the interfaces.
The permanent dipoles are estimated �MOPAC software� using a
model structure with small clusters of Si atoms.
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ecules �see Fig. 2�c��. The magnitudes of those two local
permanent dipoles may be roughly estimated by semiempir-
ical calculations between 0.5 and 1 D �MOPAC software�. In
these simulations we have included clusters of Si atoms to
accurately model the interfacial dipoles �see Fig. 2�c��. Note
that all these values are certainly overestimated since the
Coulomb interaction between dipoles and with the metallic
surrounding have not been included in the calculations.
Strong dipolar effects cannot be expected here. However, we
see in these interfacial dipoles, all more or less aligned in the
same direction, a possible origin for the difference in ampli-
tude of the peak of maximum loss observed in our systems
and in bulk polymers.35

van der Waals interaction force the molecules to be
packed together and aligned in the same direction at a tilt
angle, , with respect to the normal to the substrate.1 We
estimate OTS�15° and OD�30° from ellipsometry mea-
surements. In both cases the molecules are organized in a
triangular lattice1 with a nearest-neighbor distance of about
4.8 Å for OTS and slightly more, 5.1 Å, for OD.36 The
SAMs could, in principle, form well-ordered phases. How-
ever because of rotational invariance there is no preferred
plan for tilting. During the formation of a monolayer, clusters
grow up simultaneously from different positions on the sub-
strate, having each a particular orientation. As a consequence
the SAMs form polycrystals at the micrometer scale �l2 in
Fig. 2�a��, where organized clusters with a particular molecu-
lar orientation are separated by grain boundaries. This large-
scale structure is expected for all types of SAM and was
clearly observed for OTS and alkanethiols monolayers by
atomic force microscopy.37 The organization inside the clus-
ters has been investigated by x-ray grazing diffraction
incidence38 and specular reflections39 for OTS and other
SAMs. Because of similarities between the different SAMs it
is reasonable to expect the same qualitative characteristics
for OD systems. The molecules appear to be packed with a
volume per molecule of about 20 Å2 for OTS �and slightly
more for OD, approximately 25 Å2� but with a very short in
plane correlation length of 45 Å �l1 in Fig. 2�b��. This sug-
gests a liquidlike organization within the plane. A schematic
side view inspired by Ref. 39 is shown in Fig. 2�b�. In addi-
tion, a thin electrode is in our case deposited on top of the
monolayer: the SAM is sandwiched between the substrate
and the top electrode. The molecules are therefore strongly
constraint due to the large packing density within the mono-
layer and the electrodes to which they are linked either
chemically or physically. As a consequence they can react
only weakly to an electric field.

Because of their peculiar structural organization we ex-
pect the dielectric response of the SAMs to be nonuniform:
most of the molecules may be quasi-inactive under the action
of an external electric field while some of them—or at least
segments of some molecules—may have more space to
move and, as a consequence, may be more flexible. These
“mobile” molecules are likely to be located at the grain
boundaries or at some other structural defects inside the clus-
ters where the molecule density is reduced and the con-
straints are somehow relaxed �see Fig. 2�. The local perma-
nent dipoles of those molecules are then mobile, or partially
mobile, and are consequently able to follow more easily the

applied electric field: in this picture only part of the SAM
contributes significantly to the total dipolar polarization. The
average induced displacement of the permanent dipoles, of
amplitude ��, determines the magnitude of the dipole con-
tribution to the capacitance. It should depend on the chain
density and on the nature of the electrodes. The OTS samples
are denser than the OD samples. We expect therefore �� to
be more intense for OD. We can estimate this quantity from
the low-frequency capacitance. After subtracting C	 and the
part due to the interface traps we are left with a pure dipolar
contribution Cdip. We write using the same kind of qualita-
tive arguments developed in Ref. 40,

C̃dip =
��

AdVdc
, �3�

where d is the SAM thickness and Vdc is small �in practice

we have taken Vdc=0.1 V�. C̃dip is the dipolar capacitance
per unit surface; we have from typical experimental values
3�10−8 F cm−2 and 4�10−8 F cm−2,23 for OTS and OD,
respectively. From the volume per molecule estimated by
x-ray experiments there is approximately 5
�1013 molecules of OTS and approximately 1.25 time less
of OD, for a sample with a surface A=10−2 cm2. From these
values we extract ��̃=�� /molecule. We find 4.5�10−3 D
and 6�10−3 D for OTS- and OD-based junctions, respec-
tively. This difference may reflect the different molecular
density of the molecular junctions, as stressed above. The
amplitude of the peak of maximum loss should depend on
the magnitude of the relaxing dipoles and of their faculty to
fluctuate around their equilibrium position. The amplitude of
these fluctuations should be related to the density of mol-
ecules of the SAMs. Indeed, the loss peak is more pro-
nounced for OD than OTS type of junctions.23

When the dipoles are reoriented by the applied field they
affect also the rest of the monolayer due to the interaction
that exist between molecules. The reorientation of the di-
poles and the disturbance that these motions induce in the
surrounding of the dipoles are both responsible for the ob-
served dielectric susceptibility.

IV. ELECTRIC SUSCEPTIBILITY AND RELAXATION
FUNCTION—DEBYE VS UNIVERSAL BEHAVIOR

The dipoles are considered as independent or, in other
words, their mutual interaction is assumed to be taken in a
mean-field manner. We focus now on a single dipole and
hence to the local susceptibility, �, associated to it. The mac-
roscopic susceptibility of Eq. �1�, �M, is simply proportional
to � as will be seen in more details in Sec. V. Moreover, as
already stressed in Sec. II, we consider throughout this work
that the dipolar contribution can be treated independently of
the tunnel current and of the interfacial part of the admit-
tance. This assumption seems in agreements with our experi-
mental observations.23

In linear-response theory �weak ac field�, the complex di-
electric susceptibility is related to the relaxation function, �,
which is the response function of the system after the abrupt
removal of a constant electric field at t=0.41 In our case, the
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relaxation function describes the way the dipoles relax to-
ward a stable equilibrium once the perturbation has been
removed,

���� = ����� + j����� = ��0 − �	��1 + j��
0

+	

dt��t�ej�t	 ,

�4�

where �0 is the value at zero frequency. We take �	=0,
meaning that at high enough frequencies the dipole cannot
follow the field anymore and do not contribute to the polar-
ization. Equation �4� is well defined in the context of equi-
librium statistical mechanics: this is the fluctuation dissipa-
tion theorem �FDT�.41 We observe anomalous relaxation
following power laws, as it will be clear below, that make
transient dynamics very slow. This type of relaxation is
known to add complication to Eq. �4�.42,43 However it was
shown in Ref. 26 that the FDT is recovered by adding an
additional averaging over the initial condition of the relax-
ation. We will come back to this point in Sec. V with a little
more details and the proper definition of the relaxation func-
tion �.

In the simplest case, considered long ago by Debye, the
relaxation function is given by a single exponential44

�Debye�t� = e−t/�. �5�

� is the characteristic time of relaxation. The exponential law
may be obtained by using a variety of microscopic models
for relaxation process. This equation was first derived by
Debye by considering the rotational Brownian motion �ex-
cluding the inertial effects� of an assembly of noninteracting
dipoles.44 His treatment is appropriate for a dilute solution of
polar molecules with axial symmetry in an isotropic and non-
polar liquid. Such simple response yields44

�Debye��� = �0
1 + j��

1 + �2�2 . �6�

The real part of Debye’s susceptibility shows a plateau at
low frequencies below 1 /� and decreases as �−2 above 1 /�.
Its imaginary part shows a peak at 1 /�: it increases as � in
the prepeak region and decreases as �−1 in the postpeak re-
gion. However, this type of response is hardly seen in con-
densed matter. Instead, fractional power laws are most often
observed24

���� � �j��n−1 for �� �P,

�0 − ���� � �j��m for �� �P. �7�

�p being the frequency of maximum loss which is equal to
1 /� in the Debye case but is a function of � and of the two
exponents, n and m, for more general cases. This is the fa-
mous “universal” dielectric response pointed out by
Jonscher24 but observed long before by many authors in very
different systems �amorphous systems, van der Waals crys-
tals, ionic solids, etc.�. Several phenomenological expres-
sions have been proposed over the years to mimic this be-
havior such as the Cole-Cole,45 Cole-Davidson,46 or
Havriliak-Negami47 �HN� dielectric susceptibilities. A suit-
able expression that models remarkably well our data is the

Dissado-Hill48 �DH� dielectric susceptibility. It reads

�DH��� = �0
��1 + m − n�
��m���2 − n�

�1 − j���n−1
2F1�1 − n,1 − m;2

− n;�1 − j���−1� , �8�

where 2F1 is the Gauss hypergeometric function,49 0
m

1 and 0
n
1. Dissado and Hill have proposed this func-
tion based on some handling arguments. The details of their
derivation are difficult to follow and some of their assump-
tions seem even hard to justify.48 Nevertheless their function
has proven to model successfully numerous data of very dif-
ferent systems. As the HN model, the DH function shows
asymptotic fractional power laws both in the prepeak and
postpeak region �Eq. �7��. However, the two models differ
noticeably in a frequency interval around the peak that can
be a few decades large.50 The particular shape of the HN
function is not appropriate to our cases �see Figs. 4 and 6 of
Ref. 50�. The DH expression gives much better agreements
with our data.

To match our data, together with a tunnel contribution a
linear combination of two DH dielectric susceptibilities has
been considered �see Fig. 1�. This point was already dis-
cussed in Sec. II �see Eqs. �1� and �2��. If we omit the high
frequency, increases known to be a parasitic effect caused by
the environment of the junction,23,34 our fitting procedure
gives good agreements with our data �see Fig. 1�. It turns out
that the interface part is well fitted by considering n=0 and
m=1, which corresponds to a Debye type of response. The
dipole part follows the universal behavior of Jonscher.24

Table I gives experimental results for the dipolar part. We
choose to quote the values of n, m, and � for OD systems at
0.1 and 1 V �dc voltage� and for OTS systems at 0.1 V. The
parameter values are obtained after averaging over six or
eight samples depending on cases. Note that the observed
dispersions for each parameter are rather small. This set of
values is representative and sufficient to point out some im-
portant information. �i� The parameters of relaxation depend
on the nature of the molecules in the SAM, OD, or OTS. �ii�
The parameter values change by applying a dc electric field
perpendicular to the surface electrodes. Interestingly, we can
notice that the parameter values for OD with constant elec-
tric field �at 1 V� are close to the ones of OTS almost without
field �at 0.1 V�. Changes in the DH parameters with the
nature of the electrodes is also observed and commented
elsewhere.23 Note that with the parameters of Table I, the

TABLE I. Parameters of the Dissado-Hill susceptibility obtained
by fitting our data and averaging over six or eight samples depend-
ing on cases. Three cases are considered: OD junctions at Vdc

=0.1 V and Vdc=1 V, and OTS junction at Vdc=0.1 V. The top
electrode in these three cases is made of Al.

OD �0.1 V� OD �1 V� OTS �0.1 V�

m 0.22 0.1 0.13

n 0.8 0.85 0.85

1 /� �kHz� 150 330 370
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asymptotic behaviors of the DH susceptibility are very close
to the ones of the Cole-Cole model,45 �Cole-Cole���� �j���,
for ���P, and �Cole-Cole���� �j��−�, for ���P, with �
=n−1: in our case, we obtain �
0.2 for OD at 0.1 V and
�
0.1 for OD at 1 V and OTS at 0.1 V. As a final remark on
this table we may notice that all the values reported here are
typical for imperfectly crystallized materials such as glasses
or vitreous polymer systems.35 Typical examples concern
nonpolar polymers such as poly-�-benzyl-L-glutamate on
NaCl plates,48 epoxy resin at temperatures below the glass
transition51 and perhaps, the most interesting for us, the
polyethylene—the polymer counterpart of our molecules—in
the glass phase.35 All of these examples show DH parameters
very similar to those measured for our SAMs. X-ray diffrac-
tion studies on OTS �Refs. 38 and 39� favor the analogy
between our systems and the nonpolar polymers cited above
which show very poor translational order.

The relaxation function corresponding to the DH suscep-
tibility can be derived from Eq. �4�. One gets

�DH�t� = 1 −
��1 + m − n�
��2 − n�2��m�

�t/��1−n
2F2�1 − n,1 + m − n;2

− n,2 − n;− t/�� , �9�

where 2F2 is a hypergeometric function.49 In Fig. 3, as a
matter of illustration, �Debye and �DH are shown in units of �
for typical parameters �n=0.85, m=0.2� and �n=0.85, m
=0.1�. One can notice that the dynamics of relaxation in our
systems is dramatically slowed down compared to Debye’s
relaxation as usually observed for glassy systems. �DH re-
duces asymptotically �at short, t��, and large, t��, time� to
power laws. This is typical of fractional Brownian
motion.26,29,30 The slowing down of the relaxation is usually
understood as the result of interaction between the relaxing
quantities—here the permanent dipoles—and low-energy ex-
citations present in the system. This type of complex relax-
ation is described in terms of system plus reservoir models
such as the one due to Caldeira and Leggett.25,28 In the next
section such model is used to establish a relation between the
measured dielectric susceptibility and the spectral density of
polarization noise. The reader not interested by technical de-

tails may switch directly to Eq. �24� relating the spectral
density of the fluctuating bath to the measured complex sus-
ceptibility.

V. GENERALIZED LANGEVIN EQUATION—NOISE
CHARACTERISTICS

Following closely Ref. 26, we consider a monolayer as an
ensemble of dipoles �i with disordered orientation �i

0, that
can be dynamically reoriented �i�t�=�i

0+��i�t�. These are
the mobile dipoles of Sec. III. They are trapped in a potential
assumed to be harmonic, Htrap=ki��i�t�2 /2, and interact
with the electric field, the dc and ac components; we first
consider only the ac component Eac�t�=Eac cos��t�. The in-
teraction between the dipoles and the applied field reads, as
usual, Hint=�i cos �i�t�Eac�t� that yields after an expansion
in ��i�t�,

Hint = � cos ��t�Eac�t� � ��Eac�t� − �����t�Eac�t� .

�10�

We note �� =� cos �0 and ��=� sin �0 the components of
the dipole parallel and perpendicular to the electric field,
respectively. In this expression and in the following we omit
the indices for convenience. The mobile dipoles are sub-
jected to friction as a consequence of their interaction with
the environment that can be modeled in several
ways.25,27,28,52 To be consistent with our present understand-
ing of the molecular junctions,15,23 a satisfying and rather
general model of the environment should include the har-
monic modes of the monolayer �vibration and rotation
modes� and a set of two-level systems that model defects
such as the ones considered to analyze the 1 / f current
noise15 or the interfacial peak of Fig. 1.23 These are the so-
called harmonic oscillator25 and spin baths,52 respectively.
They are known to give different behaviors.53 In particular,
the part of the dissipated energy from the oscillating mobile
dipoles to a spin bath decreases strongly at high temperatures
on the contrary to the part given to the harmonic oscillator
bath that increases. Since the experiments are done at room
temperature, we expect the effects of a spin bath to be weak.
Therefore, as a first step, we consider in this work oscillator
bath only. It has to be understood that the consequences of
this approximation should be tested in future works, by vary-
ing the temperature for instance.

The mobile dipoles interact with an infinite number of
harmonic modes �bath�. These harmonic modes can be, for
instance, the rotation or vibration modes of the monolayer.
We neglect explicit dipole-dipole interaction terms. The total
Hamiltonian is then written as

H =
J��̇�t�2 + k���t�2

2
− �����t�Eac�t� +

1

2 �
�=1

N

J���̇��t�2

+ k������t� −
c�
k�
���t�	2

, �11�

where J is the inertial moment of the dipole. The first term of
Hint has been dropped out since it does not contribute to the
dynamics of the dipole. The last term of this Hamiltonian
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FIG. 3. �Color online� Relaxation functions related to the Debye
�dashed line� and to the DH �full line�—with n=0.85 and m=0.2
�the down curve in black�, and n=0.85 and m=0.1 �the top curve in
blue�—susceptibilities.
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models the harmonic bath �N modes, N assumes to be “infi-
nite”� that interacts linearly with the dipole. J� and k� are the
inertial moment and the elastic constant of the mode �, c� is
the coupling between the mode and the dipole. This is a
Caldeira-Leggett type of Hamiltonian introduced to study
quantum dissipation.25,28 The central ingredient in such
model is the product of the density of modes of the bath
times the squared coupling strength; this is the so-called
spectral density of the environmental coupling28

���� = �
�=1

N
c�

2

J���

��� − ��� �12�

with ��=k� /J�. If the noise �the bath� is characterized the
dynamics of the system is fully determined. The spectral
density � could be, in principle, derived from detailed mi-
croscopic calculations. In practice, it is more often taken as a
phenomenological function to be determined by experiments.
This is the strategy followed in this work. Our objective is to
determine this quantity giving the experimental susceptibility
�dip�����DH���. In this approach the admittance spectros-
copy can be seen as a kind of fluctuation spectroscopy.

In the following, we neglect quantum fluctuations �high-
temperature limit�. From Hamiltonian �11� the equations of
motion for �� and ��� can be readily written down and,
after elimination of the bath variables, the dipole coordinates
are shown to follow the generalized Langevin equation
�GLE�,28

J��̈ + �
0

t

��t − t����̇�t��dt� + k���t� = ��t� + ��Eac�t� ,

�13�

where

��t� = �
�

c�
2

J���
2 cos ��t = �

0

+	

d�
����
�

cos �t �14�

and ��t� is a Gaussian random field related to the damping
kernel—or memory-friction kernel −��t− t�� by the
fluctuation-dissipation theorem,

���t���t��� = kBT��t − t�� . �15�

� � represents the mean over thermal noise. The average is
taken by considering the system bath plus dipole frozen at
coordinates ���0� and ��̇�0� in thermal equilibrium.28 T is
the equilibrium temperature of the bath. In this new formu-
lation, the memory kernel is the central quantity. We note
��t�=�Sf�t�, �S being the friction coefficient �Stoke coeffi-
cient� and f�t� a function without dimension. �S is related to
the bath parameters �Eq. �14��.

We can derive from the GLE �Eq. �13��, an equation for
the relaxation function �see Eq. �4�� defined as a time corre-
lation function at zero field,

��t� = ����t����0�� . �16�

The symbol Ō �O a function� means that an additional aver-
aging over the initial fluctuation ���0� has been performed.
By multiplying each term of Eq. �13� by ���0� and doing the

different averages considering ���0�=0, we get

J�̈ + �
0

t

��t − t���̇�t��dt� + k��t� = 0. �17�

This procedure corresponds to our macroscopic experiment
where we probe not a single mobile dipole but a huge assem-
bly of them each supposed to respond independently. From
Eq. �17� we can derive the fluctuation dissipation theorem
�Eq. �13��. This theorem is valid only because we have per-
formed the additional averaging procedure.26,43

The dipole dynamics is assumed to be highly overdamped
�J→0� as in the first model of Debye.44 The Langevin equa-

tion �Eq. �13�� is then solved by Laplace’s transform.26 Õ
denotes the Laplace transform of O,26,43

��̃�s� = �̃�s��̃�s����0� + �̃�s�

���̃�s� +
1

2
��Eac� 1

s − j�
+

1

s + j�
	� �18�

with

�̃�s� =
1

k + s�̃�s�
�19�

the Laplace transform of the dielectric susceptibility. The
first term on the right-hand side of Eq. �18� gives the relax-
ation of the dipole starting from the initial fluctuation ���0�.
It also corresponds to the relaxation function of the system
�Eq. �16�� obtained by solving directly Eq. �17� by Laplace
transform,

�̃�s� = �̃�s��̃�s� =
�̃�s�

k + s�̃�s�
. �20�

With the model, Eq. �13�, we have �0=1 /k—meaning that
the more the dipoles are constraint the less important is
the dipolar contribution to the admittance—and
�=�S /k—meaning that the more the dipole is constraint the
more rapidly it goes back to equilibrium and that the more
the friction is important the more this way back is slowed
down.

Before studying in more details the solution of the GLE it
is necessary to connect the local and the macroscopic sus-
ceptibilities �Eq. �1��. We assume the local and the macro-
scopic fields to be the same, for simplicity. This approxima-
tion should be reasonable since the organic monolayers are
weakly polar. The Fourier transform of the average dipole
displacement is obtained from Eq. �18� by performing aver-
aging over the thermal noise and initial fluctuations,

������� = ��������� = ��
2 ����Eac��� . �21�

From the last equation the macroscopic dipolar polarization
vector by unit volume is obtained

Pdip��� = M������� = M��
2 ����Eac��� , �22�

where M is the number of dipoles �or molecules� by unit
volume. Writing, as usual, Pdip���=�0�dip���E��� we get
the expected simple relation
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�dip��� =
M��

2

�0
���� . �23�

This last relation establishes connection between solutions of
the GLE and the experimental data.

Simple manipulations summarized in Appendix A, allow
to relate the local dielectric susceptibility to the spectral den-
sity of the random field, ��t�,

S��� = 4kBT
I����
�������2

. �24�

In Fig. 4 �linear and log-log plot�, we show two examples of
spectral density derived from our data corresponding to the
relaxation functions of Fig. 3. As a matter of illustration, the
spectral densities of usual model susceptibilities given in Ap-
pendix B are also shown. These are models that produce
simple analytical expressions to compare with. They reflect
very different type of dynamics of the mobile dipoles. The
Debye model44 corresponds to usual Brownian motion,54 the
Cole-Cole model45 to stochastic motion with fractional
Gaussian noise.30 The Cole-Davidson model46 presents the
two characteristics: it is Debye type at low frequencies and
Cole-Cole type at high frequencies.

As can be seen in Fig. 4, at high enough frequencies the
DH, and Cole-Davidson spectral densities are reduced to
simple power laws as the Cole-Cole case. With the
Havriliak-Negami susceptibility,47 not explicitly considered
here, we also obtain the same qualitative behaviors. There-
fore, we expect similar noise properties at high frequencies
����1� for all these different models, except Debye. More-
over, in our case, on the contrary to the Cole-Davidson case,
we expect the same type of dynamics not only at high fre-
quencies, but also at lower frequencies where the spectral
density again tends to power laws but with slightly different
exponents. To summarize, the spectral densities that we ex-
tract from our data of dielectric susceptibilities are qualita-
tively similar to the Cole-Cole model: we expect therefore
the dipoles to follow a subdiffusion.30 However, contrary to
the Cole-Cole model the characteristics of the fluctuating

bath are changing with frequencies: they are always charac-
teristics of a fractional Gaussian noise but with a value of the
Hurst index that slightly depends on the frequency window
considered.

The spectral density of the bath is simply related to the
spectral density of polarization fluctuations, SP. Indeed, start-
ing from Eq. �18� without external field we get after averag-
ing over the initial fluctuation the following simple relation
between autocorrelation functions:

���̃�j����̃�− j��� = ������2���̃�j����̃�− j��� . �25�

From this last equation we can straightforwardly write

SP��� =
M��

2

�0
������2S��� =

M��
2

�0

I����
�

=
I�dip���

�
.

�26�

Such spectral density gives a Lorentzian in the case of Debye
and power laws for the other models. This is an important
expression to be tested by future experiments. It synthesized
all the approximation contained in our model �Eqs. �11�,
�13�, and �23��. This quantity cannot be measured directly
but appears in the spectral density of voltage and current
fluctuations as explained below.

The 1 / f current noise of molecular junctions was already
investigated in the frequency range from 0 to 100 Hz �see
Fig. 5�.15 It shows two main characteristics. �i� The back-
ground noise power spectrum is proportional to ��I /�V�2, I
the tunnel current, V the applied voltage, suggesting pure
capacitive effects. �ii� Strong local increase in noise appear at
certain bias voltages. As usual, we have interpreted the data
in terms of fluctuating defects modeled by independent two-
level systems:15,55 each defect is described by two possible
states, the population of those states fluctuating with time.
The first point was attributed to voltage fluctuations induced
by the fluctuating two-level systems. The second point was
explained by important changes in tunnel resistance at cer-
tain voltages induced by the modifications of the defect
states through assisted tunneling mechanisms.15 However, to
our opinion this common interpretation suffers several
drawbacks.56 �i� The physical nature of the two-level systems
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FIG. 4. �Color online� Spectral density �linear and log-log plot�
of the dielectric noise �Eq. �24�� in units of kBT /k related to the DH
susceptibilities �full lines� with n=0.85 and m=0.2 �the down curve
in black� and n=0.85 and m=0.1 �the top curve in blue�, to the
Debye susceptibility �dashed line� Ref. 44�, to the Cole-Cole sus-
ceptibility �Ref. 45� with n=0.85 �dotted-dashed line�, and to the
Cole-Davidson susceptibility �Ref. 46� with n=0.85 �dotted line�.
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FIG. 5. Spectral density of tunnel current noise. The experimen-
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remains unknown. �ii� Arbitrary assumptions on the energy
and time relaxation densities have to be done to get the ex-
pected 1 / f behavior. �iii� More importantly, to reproduce the
very large noise amplitude that we observed we are forced to
consider unphysically large density of such defects: in some
cases we obtain more defects than atoms present in the mo-
lecular dielectric. We have then to look for better interpreta-
tion with better physical grounds. For instance, is the 1 / f
polarization noise characterized in this work a possible can-
didate for the background noise observed in experiments?

In a dielectric, the voltage noise is due to the thermal
fluctuations of the polarization.57 In particular, there is no
thermal motion of charge carriers as in any conductor. The
Nyquist formula for the spectral density of voltage fluctua-
tions, SV, across a �macroscopic� capacitor gives57

SV��� = 4kBT
IC���
��C����2

. �27�

Considering only the molecular fluctuations characterized in
this work, we write

SV��� =
4kBTd

A�0

SP���
���r	 + �dip� ����2 + �dip�2 ����

, �28�

where �r	 is the dielectric constant at high frequencies due to
electrons �to be related to C	�. This prediction may be tested
by measuring the voltage fluctuation at zero dc field instead
of the current fluctuations. This will be done in future work.
Here we focus on the 1 / f tunnel current noise to see if it is
consistent with these voltage fluctuations. Note that in gen-
eral there is also an interfacial contribution to this polariza-
tion which, however, could be considerably reduced by heat-
ing process.23

The polarization noise produces a fluctuating current—a
polarization current—that shows an increasing spectral den-
sity with frequency57

SI
P��� = 4kBT�IC��� . �29�

This kind of noise is not explicitly observed in the frequency
window considered in Ref. 15 �see Fig. 5� but could be seen
at higher frequencies. This point needs to be further investi-
gated. On the other hand the current flowing through the
tunnel resistance is also fluctuating because of the fluctuating
voltage. The experimental data suggest that these fluctuations
are predominant in our systems at low frequencies.15 Assum-
ing a nonfluctuating tunnel resistance, the current fluctua-
tions are simply related to voltage fluctuations,

��I�t��I�t��� = � �I

�V
�2

��V�t��V�t��� , �30�

where �O�t�=O�t�− �O�. The spectral density of current
noise is then related to the spectral density of voltage noise,

SI��� = � �I

�V
�2

SV��� . �31�

With this expression, the spectral density of current shows a
��I /�V�2 dependence as observed in experiment.

In Fig. 5, we compare the prediction of Eq. �31� with
typical data �obtained at Vdc=0.8 V�. The power law is well
reproduced but not the amplitude: a factor of about 103 or
104 is missing in the theory. In this expression we consider
only the voltage fluctuations caused by the permanent di-
poles of the SAMs. Adding the interface �Eq. �2�� and the
displacement current contributions �Eq. �29�� increases SI but
certainly not in a sufficient way. As a matter of illustration,
the latter contribution is added to the spectral density in Fig.
5 and shown to contribute significantly to the total signal for
frequencies higher than 105 Hz only. It seems therefore clear
that the polarization noise alone cannot explain the large am-
plitude of the current noise. An important drawback of Eq.
�31� concerns the assumption of constant tunnel resistance,
consistent with the use of Eq. �27�. Indeed, fluctuations of
the dielectric properties, as the ones evidenced in this work,
will induce fluctuations in the potential profile through the
junction and, therefore, changes in the tunnel resistance. Ad-
ditional investigations including both polarization and resis-
tance noise induced by the same molecular fluctuations are
needed to see whether the molecular fluctuations considered
in this work are large enough, or not, to explain the unusual
magnitude of the tunnel current noise. It is interesting to note
that we have also seen effects of the low-frequency peaks in
the tunnel current noise that perturb locally the 1 / f law but
in a way that cannot be simply explained by including the
interfacial contribution in SV���. This point is still under in-
vestigation and goes beyond the scope of the present work.

VI. EFFECTS OF THE dc ELECTRIC FIELD

In the experiments we apply a weak ac field plus a static
potential varying from 0 to 1 V. Two main effects have been
observed and summarized in Fig. 6. �i� The inverse of the
characteristic time � increases linearly with the dc field. �ii�
The exponent m decreases. The first point is naturally ex-
plained with the GLE: this is the purpose of this section. The
second point is beyond the scope of the effective theory used
in this work.

The interaction of the dipole with the applied fields be-
comes

Hint = � cos ��t��Eac�t� + Edc� . �32�

Expanding this expression yields

Hint � ���Eac�t� + Edc� − �����t��Eac�t� + Edc�

−
1

2
������t��2. �33�

With this new interaction term, one can derive a generalized
Langevin equation that is formally similar to Eq. �13� at the
condition to consider shifted dynamical variables

�� → �� +
��

k + ��Edc
�34�

and a new elastic constant

k → k + ��Edc. �35�

These two transformations have clear meanings. �i� The cen-
ter of mass of the harmonic oscillator is shifted by the con-
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stant field. �ii� The harmonic potential is strengthened by the
dc potential, i.e., the constant field tends to align the mobile
dipoles in its direction and therefore to reduce the angle fluc-
tuations. The new Langevin equation is solved exactly as
before. As a first consequence the inverse of � is shifted up
linearly by the constant electric field in agreements with ex-
perimental data,

1

�
=

k + ��Edc

�S
. �36�

The dc potential perturbs also the harmonic modes of the
environment in the same way it perturbs the dynamics of the
dipoles. Since the dissipation is caused by the interaction
between the permanent dipoles and the harmonic modes of
the SAM, changes in the density of states should induce
changes in the exponents of the Dissado-Hill susceptibility,
Fig. 6.

VII. LOW-FREQUENCY VIBRATION
MODES—QUALITATIVE ARGUMENTS

The energy dissipation is caused by the interaction of the
dipoles with the harmonic modes of the bath, here the vibra-
tion and rotation modes of the monolayer. To get insight into
the physical mechanisms at the origin of the particular re-
sponse functions that we observe, a detailed knowledge both
of these modes and of the way they interact with the perma-
nent dipoles are needed. A full microscopic study of the me-
chanical properties of the monolayers is however a very
complicated task. In this work we limit ourselves to a simple

procedure assuming that c�= c̄ and J�= J̄ are � independent
�these parameters remain constant for all harmonic modes�.
They can then be taken out of the summation in Eq. �14�.
The spectral density of environmental fluctuations is in this
way simply related to the density of harmonic modes of our
monolayer,

���� =
1

L2�
n

��� − �n� �
J̄

L2c̄2����� =
J̄

kBTL2c̄2�
2S��� .

�37�

L being the characteristic size of the system. This crude ap-
proximation gives for the Debye susceptibility �Debye���

��2 that corresponds to the density of independent three-
dimensional isotropic harmonic oscillators, in agreements
with the original statements of the Debye model.44 For the
more general susceptibility of Dissado and Hill, that corre-
sponds to our observations, we get �DH������ with � de-
pending on the frequency window considered but being al-
ways such that 1���2. In the case of the Cole-Cole model
which should be strictly equivalent to ours for ���1 �see
Fig. 4�, �=2−n at all frequencies,

�Cole-Cole��� =
4J̄�1−n

L2c̄2�0

�2−n sin�1 − n�
�

2
. �38�

The densities of states, �DH, corresponding to the DH spec-
tral densities of Fig. 4 are shown in Fig. 7.

Are the densities obtained in Fig. 7 close to what could be
expected for our systems? The complete phonon �or rotation�
spectrum of the SAMs is very complex simply because the
number of atoms per unit cell is large. However, as far as we
are concerned with long-wavelength modes compared to a
scale defined by the molecular interaction, we can, in prin-
ciple, forget all the details of the motif and describe the
equilibrium properties of the system with a continuum elastic
theory. We assume in the following that the films we are
considering could be described by such theory. In the two
types of monolayer studied in this work the molecules are
organized in a triangular lattice. Due to symmetry consider-
ation, it is well known that such a lattice can be described by
a unique pair of Lamé coefficients �� ,��.58 The displace-
ment field is then a sum of two independent contributions, a
longitudinal and a transverse components. The wave equa-
tion to be considered is58

�� +
�2

 2 �u�r�� = 0, �39�

where u�r�� is any component, longitudinal or transverse, of
the displacement field and  the corresponding sound veloc-

FIG. 6. �Color online� Typical evolution of m—one of the two
exponents of the Dissado-Hill susceptibility �see text�—and fm

=1 /� as function of Vdc for a particular OD junction.
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FIG. 7. �Color online� Density of harmonic modes related to the
DH susceptibility with n=0.85, m=0.2 �the down curves in black�
and n=0.85, m=0.1 �the top curves in blue�, taking �see Eq. �37��.
The first case corresponds to the OD based devices without dc field,
the second either to the OD with constant field �cf. Fig. 3�b�� or the
OTS based devices without field. The two dashed curves are guide
lines that serve to estimate the variations between the data and the
linear densities expected for perfect monolayers.
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ity. Equation �39� may be considered as the simplest possible
candidate to describe the mechanical properties of the SAMs.
The density of states obtained with this model gives a refer-
ence to compare to the results of Fig. 7,

���� =
1

2� 2� . �40�

With this simple continuum elastic theory, the density of har-
monic modes at low frequencies is linear and characterized
solely by the speed of sound. Considering the linear density
�Eq. �40�� suppresses dissipation. This is particularly clear
with the Cole-Cole model �Eqs. �B4� and �38��: taking n=1
gives SCole-Cole���=0. If our systems were perfectly ordered
at the macroscopic scale probed in the frequency window
considered in this work, the motion of the permanent dipoles
would occur without any dissipation. Since we observe dis-
sipation the density of states cannot be perfectly linear as in
Eq. �40�. Indeed, in the two examples shown in Fig. 7, clear
deviations to the linear relation are evidenced.

Considering the model structure of the SAMs described in
Sec. III, nonlinearities in the density of states are induced by
disorder. There is several ways to introduce disorder in the
continuum elastic theory. A direct generalization of Eq. �39�
is investigated in Ref. 59. As a matter of illustration we base
our following discussion on this particular example which
has the merit to propose analytical expressions. Considering
polycrystalline materials, such as our monolayers, and spe-
cial type of disorder where � is taken as the only random
variable, the original continuum elastic theory is simplified
to a wave equation for a displacement field that is reduced to
a scalar instead of a two-component vector59

�� +
�2

 2�r��	u�r�� = 0. �41�

 �r�� is the random sound velocity field. Correlated noise is
considered by the authors of Ref. 59 with mean  and spatial
correlation � �r�� �r����=exp�−�r�−r��� / lc�, lc being the correla-
tion length. Standard perturbation theory gives the density of
states for ��v / lc,

59

���� =
1

2� 2��1 + �� lc

 
�2

�2 + ¯	 . �42�

� is a positive constant to be determined. We note in the
above equation a nonlinear increase, ��, of the density of
states

����� = �
lc
2

2� 4�
3. �43�

The nonlinear part of the density of states of harmonic
modes is at the origin of the friction in the generalized
Langevin equation. In other words, there is dissipation only
because some sort of disorder exists in our systems. An ex-
ample of such nonlinear contribution induced by disorder is
given by Eq. �43�. In this relation, the amplitude of �� de-
pends on lc and  . If the first parameter is certainly related to
the particular model used in Ref. 59, the second one is much
more general. If one omits the Poisson ratio, the average
speed of sound is expressed as  �E /�M, where E is the

Young’s modulus and �M the mass density of the SAM.58

The Young’s modulus expresses the property of a body to be
elongated �or compressed� by a uniform extension �or com-
pression� along the direction where the stress is applied.
Equations such as Eqs. �37� and �43� build therefore a natural
connection between the dynamic of relaxation of the perma-
nent dipoles and the mechanical properties of the molecular
junctions, a key parameter that controls these properties be-
ing the Young’s modulus. As it was pointed out in the intro-
duction of Ref. 21, it seems suitable to complement the ad-
mittance spectroscopy by investigations of the mechanical
properties of the self-assembled monolayers. A few questions
related to the present work could concern the comparison of
the speed of sound in OTS- and OD-based junctions or the
effects of a perpendicular dc electric field on the Young’s
modulus. Note that the Young’s modulus was very recently
measured for similar SAMs as ours and shown to be close to
the one of bulk polyethylene, giving a speed of sound  
=2000 m s−1.60 The parameters of the dielectric susceptibil-
ity �n ,m ,1 /�� found for our systems are also close to the
ones of bulk saturated polymers.

VIII. CONCLUSIONS

In this work we focus on the dipolar component of the
complex admittance.23 It is attributed to permanent dipoles
present in the monolayer. The measured response is a system
average which contains elements both from the dipoles and
from the mechanical interaction of these dipoles with the
electrically inactive structure of which the dipoles are an
intrinsic part. This has been modeled in terms of the GLE
that considers a permanent dipole trapped in a harmonic po-
tential and interacting with a non-Markovian bath.26 This
equation allows us to connect the spectral density of polar-
ization noise to the measured dielectric susceptibility. From
our experimental data we have determined the power spec-
trum of this noise: it is of 1 / f type. It is of importance since
all fluctuating mechanisms existing in our systems �1 / f cur-
rent noise, random telegraph signal, etc.� should be consid-
ered by taking into account explicitly this high-level noise.
We suggest, for instance, that the polarization noise could be
the source of the 1 / f current noise observed earlier in the
same systems.15 Finally, we stress that in order to get more
physical insight into the mechanisms at the origin of the
particular complex admittance investigated in this work,
studies of the mechanical properties of the molecular junc-
tions should be carried on.

APPENDIX A: SPECTRAL DENSITY OF THE RANDOM
FIELD

In this appendix, we derive a relation between the local
susceptibility, �, and the spectral density of the random field,
�. From Eq. �19� we write

�̃�s� =
1

s
� 1

��js�
−

1

�0
	 . �A1�

According to Eq. �14�, the memory function and the spectral
density are related by an integral relation. Inverting this re-
lation gives28
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���� = lim
�→0+

��̃�� + j�� + �̃�� − j��� . �A2�

Using these two equations we can determine the spectral
density of the environmental coupling from the dielectric
susceptibility

���� =
I����
������2

. �A3�

Inserting the last expression into Eq. �14� we get a relation
between the friction kernel and the local susceptibility ��
=1 /kBT�,

��t� = ����t���0�� = �
0

+	

d�
I����
�������2

cos �t . �A4�

By virtue of Wiener-Khintchine’s theorem the spectral den-
sity of the random field is deduced

S��� = 4kBT
I����
�������2

. �A5�

APPENDIX B: MODEL SPECTRAL DENSITIES OF
NOISE

In this appendix, we derive from Eq. �24� the noise spec-
tral density corresponding to dielectric model susceptibili-
ties: the Debye,44 Cole-Cole,45 and Cole-Davidson46 suscep-
tibilities.

The Debye susceptibility,

�Debye��� =
�0

1 + j��
�B1�

gives a white noise

SDebye��� =
4kBT

�0
. �B2�

This is typical of usual Brownian motion where, in the free-
particle case �without trapping potential�, the system experi-

ences a normal diffusion under the action of a memoryless
damping function, �Debye�t�=�S��t�.54 This type of motion is
characterized, for instance, by a mean-square displacement
linear in time. Note that this simple case is also of direct
interest for us since the low-frequency peak is Debye type
�see Fig. 1�.23

The Cole-Cole susceptibility45

�Cole-Cole��� =
�0

1 + �j���1−n �B3�

yields a completely different result

SCole-Cole��� =
4kBT

�0
�����−nsin�1 − n�

�

2
. �B4�

SCole-Cole decreases following the same power law in the
whole frequency range. This is the signature of a fractional
Gaussian noise with Hurst index H= �n+1� /2.29,30 In the
free-particle case, this is typical of a strict subdiffusion with
a non-Markovian damping kernel ��t�� tn−1. This type of
dynamics is characterized, for instance, by a mean-square
displacement increasing in time as a power law with an ex-
ponent less than 1.

Last, the Cole-Davidson susceptibility46

�Cole-Davidson��� = �0�1 + j���n−1 �B5�

shows two distinct regimes

SCole-Davidson��� =
4kBT

�0

sin�1 − n���
�

�1 + �2�2��1−n�/2.

�B6�

It gives a plateau at small frequencies ����1� and a power
law, �−n, at high frequencies ����1�.

The Debye and Cole-Cole models are both well studied.
They serve here as references illustrating two different types
of dynamics to compare with. The Cole-Davidson model in a
sense is an extrapolation between these two different cases: it
shows a Debye character at low frequencies and a Cole-Cole
character at high frequencies.
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